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Towards Robust Image Denoising via Flow-based
Joint Image and Noise Model

Lanqing Guo, Siyu Huang, Member, IEEE, Haosen Liu, and Bihan Wen, Member, IEEE

Abstract—One of the fundamental challenges in image restora-
tion is denoising, where the objective is to estimate the clean im-
age from its noisy measurements. Existing denoising approaches
generally focus on exploiting effective natural image priors to
remove the noise. However, the utilization and analysis of the
noise model are often ignored, although the noise model can
provide complementary information to the denoising algorithms.
As a result, they are very sensitive to different noise distributions.
To tackle this issue and hence towards a robust image denoiser in
practice, in this paper, we propose a novel Flow-based joint Image
and NOise model (FINO) that distinctly decouples the image and
noise in the latent space and losslessly reconstructs them via a
series of invertible transformations. We further present a variable
swapping strategy to align structural information in images
and a noise correlation matrix to constrain the noise based on
spatially minimized correlation information. Experimental results
demonstrate FINO’s capacity to remove both synthetic additive
white Gaussian noise (AWGN) and real noise. Furthermore,
the generalization of FINO to the removal of spatially variant
noise and noise with inaccurate estimation surpasses that of the
popular and state-of-the-art methods by large margins.

Index Terms—Image Denoising, Invertible Neural Network,
Real Noise, Synthetic Noise, Disentanglement

I. INTRODUCTION

IMAGE denoising refers to recovering the underlying clean
image from an observed noisy measurement. Despite to-

day’s vast improvement in camera sensors, digital images are
often corrupted by severe noises in complex environments,
resulting in nontrivial effects to subsequent vision tasks. Thus,
image denoising is a crucial task that may significantly affect
the subsequent vision tasks.

Existing image denoising methods generally rely on the con-
struction of effective image priors. For conventional methods,
the corresponding priors include, e.g., sparsity [1], [2], low-
rankness [3]–[5], and non-local similarity [6], [7]. By shrink-
age or filtering in the transform domain, image components
that are satisfied with the prior are preserved in the denoised
results. However, the non-learning based transform is limited,
e.g., discrete cosine transform (DCT), and the learning-based
transform methods are more flexible but they all worked
on patches, lacking of global modeling. Recently, the deep
learning approaches [8]–[11] have achieved state-of-the-art
image denoising results by relying on an external training
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Fig. 1: The framework of Flow-based joint Image and NOise
model (FINO) and comparison between previous regression-
based denoisers (a) and the proposed FINO (b).

corpus. These deep denoisers generally learn a direct mapping
from noisy images to clean images, where the learned models
serve as an effective prior on the clean image space. Despite
the success of learning effective image priors for denoising,
few work to-date investigated the noise modeling that is
complementary to the deep image priors learning. In practice,
the residual between the noisy image and the denoised one
always contains image structures that are wrongly removed
together with noise. These structures generally correspond to
high-frequency components of an image, which are distinct
from the random noise. This inspires us that it might be
possible to constrain the residual map with the noise model
to ‘squeezing’ image information from the residual map. Such
stricter modeling on both image and noise can also decrease
the overfitting to training corpus and improve the robustness
of denoisers.

Different from all existing deep denoising methods, we
reformulate the image denoising task as a dual modeling
problem of both the image and noise (as illustrated in Fig-
ure 1(b)), instead of only reconstructing the noise-free image
(Figure 1(a)). However, how to achieve an effective decoupling
of clean image and noise is a challenging and under-explored
problem in the existing literature. In this paper, we show
that the noisy images can be losslessly transformed to a
more distinguishable feature space through a novelly proposed
framework named Flow-based joint Image and NOise model
(FINO). FINO losslessly decouples the image-noise compo-
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nents in the latent space through a forward process of the flow-
based invertible network. Then, the decoupled components
can be reconstructed as the noise and image in the spatial
domain through a backward process of an invertible network.
Based on the decoupled noise and image components, we
further introduce a noise variable swapping strategy to align
the structural information in images, as well as a constraint
on the noise correlation matrix to be spatially independent on
the neighboring regions. Extensive experiments are conducted
to evaluate FINO on both the synthetic noise and real noise
removal tasks. Empirical results show that FINO achieves
superior performances in comparison with the state-of-the-
art image denoising methods. Besides, FINO provides signifi-
cantly better generalizability and robustness than the existing
denoising methods.

The contributions of this work are summarized as follow:
• We propose to jointly model the distributions of the

image and noise for denoising tasks, showing that the
noise model can provide abundant and complementary
information, in addition to image priors.

• We present a novel image denoising framework named
FINO which distinctly disentangles the noise and the
noise-free image in the latent space. Two learning meth-
ods, including variable swapping and noise correlation
matrix, are also proposed to improve the learning of
FINO.

• We conduct extensive experiments on both the synthetic
and real noise datasets. FINO shows superior denoising
and generalization performances compared to the existing
denoising methods.

The rest of the paper is organized as follows: Section
II introduces related image denoising methods, neural flow
models, and disentangled feature representations for computer
vision. In Section III, the preliminary knowledge of the multi-
scale neural flow is introduced. In Section IV, the problem
formulation of robust image denoising is introduced, the
discussion of why employing the invertible neural networks for
image-noise disentangling is presented, and the architecture
details of proposed FINO is described. Experimental results
are shown in Section V and concluding remarks are given in
Section VI.

II. RELATED WORK

A. Image Denoising

Model-based image denoising. Image denoising is a typical
ill-posed problem with the goal of recovering high-quality
images from their noisy measurements. Numerous efforts have
been made towards it over the past decades. Classic methods
generally take advantage of the image priors, such as spar-
sity [1], [2], low rank [3], and non-local self-similarity [12]–
[14], to address the denoising problem. Most classic denoisers
utilize the image features in certain transform domains by
applying shrinkage or filtering to the exploitation of image
priors. The learning-based transform methods are more flexi-
ble, but they all worked on patches, lacking global modeling.
For instance, BM3D [15] applies effective filtering in 3D
transform domain by combining sliding-window transform

processing with block matching. WNNM [3] incorporates low-
rank matrix approximations using the weighted nuclear norm.
Liu et al. [16] proposed the CAS algorithm to exploit the local
and non-local similar blocks by a group of similar patches that
are extracted from clustered rows of patch groups that consist
of similar image contents. Motivated by this, in this work, we
employ a flow-based invertible network to conduct a learnable
global transforming.

Apart from the image priors, traditional denoisers also make
assumptions on noise, where they formulate MAP estimations
when noise distribution is known, e.g., ℓ1 and ℓ2 norms
for Laplacian and Gaussian noise, respectively. Recent works
exploited hybrid noise similarly, e.g., Meng et al. [17] and
Cao et al. [18] assumed noise as mixture of exponential
power distributions in optimization.These models are either
too specific or hard to optimize. In contrast, FINO explicitly
models noise representation in deep learning with only mild
assumption, i.e., independent noise, for the first time.

Deep learning-based image denoising. In recent years, deep
learning-based denoisers exhibit superiority in learning the
end-to-end mapping from noisy to clean images [8]–[10], [19],
[20]. For instance, Schuler et al. [21] employed multi-layer
perceptron (MLP) for image denoising and achieves better de-
noising performance than classical BM3D method [15]. After
that, Zhang et al. [8] proposed a convolutional neural network
based denoiser, which achieves a very competitive denoising
performance through residual neural networks. Zhang et al. [9]
further introduces a noise level map to control the trade-off
between noise reduction and detail preservation. To exploit
the non-local property of the image features in deep convolu-
tional neural network, Plotz et al. [22] presents an N3Net by
employing the k-nearest neighbor matching in the denoising
network. After that, transformer-based models [23] take advan-
tage of the long-range dependencies within the context, which
also have gained improvements among various vision tasks.
Some researchers [24]–[26] try to leverage the transformer
based architectures to image restoration, achieving superior
performance, while those methods are always time-consuming
with large parameters. Generally, existing denoising methods
focus on exploiting effective natural image priors, while the
modeling, analysis, and utilization of the noise component are
often ignored. As a result, those denoisers are very sensitive
to different noise distributions. This work jointly models the
natural image and noise via invertible neural networks to
deliver better denoising performance and visual quality.

More recently, there are some attempts [27]–[30] for de-
noising on real noisy images. The attempts can be generally
divided into two categories: 1) Two-step denoising [27], which
first estimates the noise map then reconstructs the clean image
non-blindly based on the estimated noise map. For instance,
VDN [27] learns an approximate posterior to the true posterior
with the latent variables, which mainly focuses on non-i.i.d.
noise distribution; 2) One-step denoising with an end-to-end
framework [28]. Typically, RIDNet [28] jointly learns the
noise and denoiser without using a separate noise estimation
branch. This work focuses on both real noise and synthetic
noise removal. It follows the one-step denoising approaches
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to enhance the generalization capacity of denoising models.

Comparison with InvDN [31]. Very recently, Liu et al. [31]
propose to adopt the invertible network for image denoising,
dubbed InvDN. The InvDN is based on separating low/high-
frequency components and discarding the high-frequency
entangled with noise. However, directly removing high-
frequency components often results in the loss of important
image structures that are challenging to reconstruct. In contrast
to this approach, we propose to decouple and collect the noise
and image components via the invertible network, allowing us
to model these two components individually. In this way, the
high-frequency component is well retained with our method.

B. Neural Flows

The neural flow is a type of deep generative model that
learns the exact likelihood of targets through a chain of
reversible transformations. The generative process x = Fθ(z)
given a latent variable z can be specified by an invertible
architecture Fθ. The direct access to the inverse mapping
is z = F−1

θ (x). As a pioneering work, NICE [32] learns
a highly non-linear bijective transformation that maps the
training data to a space where its distribution is factorized.
Following NICE, more effective and flexible transformations
have been proposed [33]–[35].

More recently, a series of works [31], [36]–[38] exploit
neural flows for image restoration, which formulate image
restoration as a non-degradation image generation problem.
For instance, SRFlow [37] designs a conditional normalizing
flow architecture for super-resolution, which learns the dis-
tribution of realistic HR images. [38] and [31] apply invert-
ible networks to image rescaling and image denoising tasks,
respectively. InvDN [31] focuses on real noise removal and
detours the noise-image disentanglement. It splits noisy images
into low-frequency and high-frequency components and then
directly drops the high-frequency component, restoring the
image based on the low-frequency component only, which
may result in information loss and over-smoothness. Different
from InvDN, our proposed FINO utilizes an invertible network
to decouple the image content and noise components in the
latent space and then reconstruct them in the image space,
respectively, achieving a lossless image-noise disentanglement.

C. Disentangled Feature Representations

Disentangled feature representations aim at learning an
interpretable representation for image variants, which has been
widely studied in various tasks, e.g., face editing [39], image
restoration [40], image classification [41], [42], as well as
image translation [43]–[45]. UNIT [43] makes a shared-latent
space assumption based on coupled GANs. As follows, to
improve the diversity of output, models such as MUNIT [44],
DRIT [45] are proposed to embed images onto domain-
invariant content space and domain-specific attribute space
via disentanglement. Choi et al. [46] further proposed a Star-
GAN can perform image-to-image translations for multiple
domains using only a single model. Similarly, Liu et al. [47]
proposed a UFDN that learns domain-invariant representation
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Fig. 2: The architecture of neural flow model, consisting of
two flow blocks. Each flow block includes a invertible Haar
wavelet transformation at first layer and twelve affine coupling
layers. i denotes i-th affine coupling layer.

from multiple domains and can perform continuous cross-
domain image translation and manipulation. However, directly
applying existing disentanglement to image denoising would
significantly affect the image-noise decoupling. Once the input
noisy image is embedded into latent space, some non-structural
information, e.g., noise, is hard to be preserved. Different
from previous disentanglement network, we employ invertible
neural network to build the shared encoder-decoder to avoid
the information loss.

III. PRELIMINARY

In this section, we introduce the preliminary knowledge of
the multi-scale neural flow [31], [38], [48]. We denote it as
Flow(·) in this paper. As shown in Figure 2, Flow(·) consists
of a series of flow blocks, and each flow block consists of an
invertible wavelet transformation followed by a series of affine
coupling layers.

Invertible wavelet transform. To disentangle the informa-
tion of clean image and noise, we employ invertible Haar
wavelet transformation at the first layer of each flow block
to downsample the input images/features and to increase the
feature channels [38]. After the wavelet transformation, the
input image/features with a shape of (H,W,C) should be
squeezed into (H/2,W/2, 4C). 4C denotes three directions of
high-frequency coefficients and one low-frequency represen-
tation [49]. The invertible wavelet transformation provides the
separated low and high-frequency information to the following
invertible neural layers.

Affine coupling layers. After the wavelet transformation layer,
the input image/feature ui has been splitted into low and
high-frequency components, denoted as hi and li, respectively.
We leverage the coupling layer [32] to further decouple the
structural information and the degradation bias. Suppose the
i-th coupling layer’s input is ui and the output is ui+1

(i = 1 . . . I), the forward procedure in this block is

li,hi = Split(ui) ,

li+1 = li + ϕ1(hi) ,

hi+1 = ϕ2(li+1)⊙ hi + ϕ3(li+1) ,

ui+1 = Concat(li+1,hi+1) , (1)
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Fig. 3: An overview of our Flow-based joint Image and NOise model (FINO). In the training stage (a), the noisy and clean
image pair are fed into the Flow(·), and we obtain the decoupled image and noise variables, i.e., zxc and zxn from clean image
and zyc and zyn from noisy image. A noise variable swapping strategy is employed to reconstruct the noise and image. We
then introduce noise loss function to constrain the distribution of noise. In the testing stage, combining the disentangled image
variable and sampled random variable from a known distribution and applying inverse flow model to generate the denoised
image ỹ.

where Split(·) denotes channel-wise splitting and Concat(·)
is the corresponding inverse operation. ϕ1(·), ϕ2(·), and ϕ3(·)
can be any neural networks that are not required to be
invertible. The backward procedure is easily derived as

li+1,hi+1 = Split(ui+1) ,

hi = (hi − ϕ3(li+1))/ϕ2(li+1) ,

li = (li+1 − ϕ1(hi))/ϕ1(hi) ,

ui = Concat(li,hi) . (2)

IV. FINO

In this section, we present a neural flow-based framework
named FINO to jointly model the image and noise in context
of image denoising. We first formulate the image denoising
problem, then discuss why employing the invertible neural
networks for image-noise disentangling, and introduce the
architecture details of FINO, including the variable swapping
in latent space for disentanglement, the clean image regression
for image modeling, and the noise correlation matrix for noise
modeling, as well as objective functions.

A. Problem Formulation

A noisy image y and its noise-free counterpart x can be
formulated as

y = x + n , (3)

where n denotes the random noise. Here, we consider both
the synthetic noise and the real noise. The synthetic noise is
the i.i.d additive white Gaussian noise (AWGN). It follows the
normal distribution N (0, σ2 ·I). Typical supervised regression-
based denoising methods train the deep neural networks
(DNNs) by

min
θ

Ex,y[Lreg (Gθ(y), x)] , (4)

where Gθ(·) denotes the regression-based denoiser, which
can be regarded as the combination of encoder and decoder

Dθ(Eθ(·)). Lreg(·, ·) denotes the loss function, e.g., the ℓ1 or
ℓ2 loss.

Different from the conventional methods, we novelly pro-
pose a dual modeling of both noise and image as

min
θ

Ex,y[Lreg (Gθ(y), x) + Lnoise (Hθ(y),n)] , (5)

where Lnoise(·, ·) denotes the loss function of the noise
modeling, and Hθ(·) denotes the noise model. The proposed
FINO disentangles noise and image in a more distinguishable
latent space via an invertible network, on behalf of Gθ and
Hθ, by jointly modeling image and noise.

B. Why Disentangling via Invertible Network?
Although it is known that the representation ability of the

invertible network is limited and weaker than some more
sophisticated deep neural networks, because of its specially
designed structure [50], there are three main reasons why we
choose the invertible network for image-noise decoupling.

• Firstly, existing regression-based image denoising algo-
rithms cannot achieve lossless image reconstruction of the
input image: Once the input noisy image is embedded into
latent space, some information may get lost. This problem
is especially severe for the non-structural information,
e.g., noise. Different from them, the invertible network
can losslessly encode the image and noise. This property
ensures that recoveries of the image and noise can always
complement each other, providing the basis of improving
the image denoising performance via a joint image and
noise modeling.

• Secondly, only the forward module of invertible network
needs to be trained, while the backward module is the
direct inverse, which respectively act as encoder and
decoder. The number of free parameters can be thus
significantly reduced.

• Finally, image denoising is an ill-posed inverse problem
of one-to-many mapping, i.e., one noisy image can be
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restored to many denoised estimations. Most of the ex-
isting methods formulate it as a one-to-one mapping task,
i.e., delivering one denoised image from one noisy input.
However, FINO can sample diverse denoised images by
coupling the disentangled clean image with any random
variable sampled from a normal distribution.

C. The Framework of FINO

Given a noisy image y and its corresponding clean coun-
terpart x in training stage, we first employ an invertible
flow model Flow(·) to embed the input pair to latent codes
respectively, as

zx = Flow(x) zy = Flow(y) . (6)

Variable swapping for disentangling. We divide the latent
space Z into two sub-spaces, i.e., clean image space and noise
space, with separated latent codes z = [zc, zn]. As shown
in Figure 3(a), in order to ensure the noise information is
decoupled from the noisy inputs, we introduce a noise variable
swapping strategy to generate noisy image, i.e., combining the
noise variable zyn from noisy input and the clean image variable
zxc from the clean counterpart as follows,

ŷ = Flow−1(zxc , zyn) x̂ = Flow−1(zyc , zxn) , (7)

where ŷ is the reconstructed noisy image, x̂ is the reconstructed
clean image, and Flow−1(·, ·) denotes the inverse process of
Flow(·). Following Equation (7), we can easily derive the
reconstructed noise n̂ = ŷ − x.

To ensure noise information is completely embedded in
the noise variable zn, we impose a reconstruction loss to
encourage recovery of the original noise n and clean image
x, using the noise and clean image variables, respectively:

Lrec = ∥n̂− n∥1 + ∥x̂− x∥1 . (8)

Besides, to enforce the clean image code zc to contain
only the noise-free content information, we employ a content
alignment loss to align the structural features of noisy and
clean image pairs, as

Lcnt = ∥zxc − zyc∥1 . (9)

Clean image regression. In addition, the denoised images can
also be generated via its disentangled clean image component
zyc and a random variable zr as follow

ỹ = Flow−1(zyc , zr) . (10)

Note that the zr would be a random variable sampled from a
normal distribution or a zero variable in the reference stage.
We employ a regression loss on the generated ỹ and further
enforce the noise variable to be independent of the structure
information, as

Lreg = ∥ỹ − x∥1 . (11)

Besides, the restored image can be sampled by combing
their internal clean image variable and a normal distribution
variable in the testing stage as shown in Figure 3(b).
Noise correlation matrix. We assume that the additive noise
n is spatially uniform and uncorrelated (e.g., i.i.d. Gaussian

noise). Let V : n 7→ V n ∈ Rm×M be an overlapping patch
extractor, where m denotes the number of pixels within one
patch and M denotes the number of patches. We obtain the
noise patch matrix N̂ = V n̂ = [N̂1, N̂2, . . . , N̂M ] from the
reconstructed n̂. The patch-wise noise correlation matrix is
defined as

Σ =
1

M

M∑
j=1

N̂jN̂
T
j . (12)

Based on the uncorrelated noise assumption, all of the
non-diagonal elements of Σ should be as close to zero as
possible. Denote the standard deviation of n to be σ, the
diagonal elements of Σ should all be σ2. Therefore, we set
the following noise correlation loss as

Lnoise = ∥Σ− σ2I∥2F . (13)

Full objective function. By combining the above losses, the
hybrid objective function L used to train our model is

L = Lreg︸︷︷︸
image

+αLrec + βLcnt︸ ︷︷ ︸
disentangling

+ γLnoise︸ ︷︷ ︸
noise

, (14)

where α, β, and γ are the weighting coefficients to balance
the influence of each term.

D. Extension to Real Noise

Real noises are mostly spatially-correlated and spatially-
variant, which is different from AWGN with pixel-
independent. Inspired by [53], the domain gap between real
noise and AWGN can be reduced by Pixel-shuffle Down-
sampling (PD) [54] strategy, where the spatially-correlated
noises are broken down to pixel-wise independent noises.
Thus, our uncorrelated noise assumption can be applied to the
processed pixel-wise independent noises. We define the PD(·)
operator as the PD operation. Then we add a pre-processing on
the reconstructed noise map as N̂r = V PD(n̂). The patch-wise
noise correlation matrix is calculated on the pre-processed
noise patch matrix N̂r.

V. EXPERIMENTS

We evaluate the denoising performance of the proposed
FINO on both synthetic and real noise with extensive exper-
iments. FINO is implemented using PyTorch, which is tested
on a GTX 2080Ti GPU. We adopt the ADAM optimizer
with an initial learning rate of 4 × 10−4. FINO employs
two Flow Blocks and twelve coupling layers in each block.
Following [31], [38], we utilize a densely connected convo-

lutional block, referred to as Dense Block in [56]. The ratio
of clean image and noise variables is fixed as 3 : 1, since
content contains richer texture and edge information. We set
the hyper-parameters α = 1, β = 1, and γ = 0.1. The
network parameters are initialized randomly. During training,
we randomly crop patches of resolution 144× 144 from input
images. We employ Peak Signal-to-Noise (PSNR) for the
quantitative evaluation of denoised results. Since the real noisy
degradation is relatively mild, causing small PSNR differences
in some cases, we also report the Structural SIMilarity (SSIM)
for real noise removal experiments.
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TABLE I: Comparison of recent denoising methods, including the denoising performance (PSNR) over synthetic noise and
real noise, respectively, and computational cost. ∗ denotes the corresponding model is trained with extra large-scale datasets,
while others are trained with the training set of BSD300 [51].

Synthetic Noise Real Noise Computational Cost
Method σ = 20 σ = 25 σ = 30 Avg. SIDD DND Params Infer time GFlops

CBM3D [12] 31.27 30.71 28.69 30.22 25.65 34.51 - - -
KSVD - - - - 26.88 36.49 - - -
DnCNN [8] 31.68 31.23 28.50 30.47 23.66 32.43 0.56M - -
FFDNet 31.48 31.21 29.09 30.59 - 34.40 0.48M - -
MIRNet [25] 31.06 30.91 28.33 30.10 - 39.88 31.8M 0.8s 196.8
MPRNet [52] 31.32 31.20 28.45 30.32 - 39.80 20.1M 1.5s 548.1
InvDN [31] 30.54 29.56 27.68 29.26 39.28 39.57 2.6M 0.05s 4.8
SwinIR [24] 31.55 31.18 27.81 30.18 - - 11.5M 1.1s 442.3
SwinIR [24]∗ 31.96 31.78 27.76 30.50 - - 11.5M 1.1s 442.3
FINO 31.82 31.43 29.56 30.94 39.40 39.69 3.9M 0.06s 5.5
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Fig. 4: The generalization capability of the image denoising methods. All the methods are trained over a fixed ranges of noise
levels which are indicated by the gray intervals.

A. Synthetic Noise Removal

We simulate spatially invariant additive white gaussian
noise (AWGN) with different σ to evaluate the synthetic
noise removal performance. We also evaluate if the denoising
methods can be generalized to σ that is different from the
training corpus. Besides the uniform noise, we further simulate
spatially variant AWGN to evaluate the method’s robustness.

Spatially invariant AWGN. We evaluate the proposed method
in AWGN removal on two widely-used image denoising
datasets: CBSD68 [51] and Kodak24 [55]. The CBSD68
dataset consists of 68 images from the separate testing set
of the BSD300 dataset [51]. The Kodak24 dataset consists
of 24 center-cropped images of size 500 × 500 from the
original Kodak dataset. We only use 200 images selected
from the training set of the BSD dataset as training data.
The noisy images are obtained by simulating AWGN of
noise level σ = 15, 25, 35, 50 to the clean counterpart. We
compare the proposed FINO method with several state-of-
the-art denoising methods, including one widely-used classic
method (i.e., CBM3D [12]), and deep learning based methods
(i.e., CDnCNN [8] and FFDNet [9]). We first test FINO
on noisy images corrupted by spatially invariant AWGN. In
practice, it is difficult to estimate the noise level accurately,
and the estimated noise level can vary in a range. Most existing
methods are sensitive to the estimated noise level [57], which

means the performance would severely degrade while applied
to wrongly estimated noise level. Hence, besides testing the
performance when the estimated noise level is accurate, we
also test the cases when the noise level is wrongly estimated.
For model trained with each estimated σ, we test their perfor-
mance on {σ−5, σ, σ+5} truly sigma variance. The competing
methods also are evaluated following the same settings. From
the quantitative results shown in Table I and Table III, our
method outperforms all competing methods, especially for the
wrong σ estimation cases. Although some competing methods
are good at removing Gaussian noise when accurate noise
estimation, their performance would be significantly degraded
once the noise level is wrongly estimated, even slight variation
as shown in Figure 4. The examples in Figure 5 also verify the
observations in Table III. With the merits of disentanglement
and noise model, FINO has strong generalization capability
comparing to other methods.

Spatially variant AWGN. We further evaluate the general-
ization capability of the proposed FINO to deal with spa-
tially variant AWGN. We follow the spatially variant AWGN
synthetic approach in [9], which generates a noise level map
and applies it to images using element-wise multiplication.
We select classic methods (CBM3D [12]) and deep learning
based methods (CDnCNN [8], FFDNet [9], and CDnCNN-
B (blind version of CDnCNN) as the competing methods.
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(b) CBM3D (c) DnCNN (d) FFDNet (e) FINO (Ours)(a) Noisy
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Fig. 5: Examples of the denoised results on Kodak24 [55] dataset. From left to right, the input noisy image, the estimated
results of CBM3D [12], CDnCNN [8], FFDNet [9], and our method. All the methods are set/trained with the estimated noise
level σ = 25. From top to down, the results for noisy images with σ = 15, σ = 25, and σ = 35.

(a) Noisy (b) CBM3D (c) CDnCNN (d) FFDNet (e) FINO (Ours)
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Fig. 6: Examples of the denoised results on CBSD68 [51] dataset. From left to right, the input noisy image, the estimated
results of CBM3D [12], CDnCNN [8], FFDNet [9], and our method. All the methods are set/trained with the estimated noise
level σ = 50. From top to down, the results for noisy images with σ = 45, σ = 50, and σ = 55.

In this experiment, we evaluate two versions of FINO: (1)
FINO is trained on noisy images with specific σ = 25;
(2) FINO-B is trained on noisy images with a σ range of
(0, 55]. In the denoising stage, the ground truth noise level
map is unavailable. All the methods are set/trained with the
estimated noise level σ = 25, except to the CDnCNN-B, which
is trained over a range of noise level (0, 55] and does not
need an estimated noise level. The quantitative results are
shown in Table II. Our method outperforms all competing
methods by large margins, and our blind denoising version
also achieves better performances compared with CDnCNN-

B. The examples shown in Figure 7 demonstrates our method
can coarsely estimate the spatial noise level and effectively
reconstruct the clean components, while the other competing
methods deliver more over-smoothness or noisy residuum.

B. Real RGB Noise Removal

Finally, we evaluate the performance of different methods
on two real-world datasets, i.e., SIDD and DND datasets,
which follows a more complicated noise distribution. Real
noise stems from multiple sources, e.g., short noise, thermal
noise, and dark current noise, and is further affected by the

This article has been accepted for publication in IEEE Transactions on Circuits and Systems for Video Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2023.3345667

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: CLEMSON UNIVERSITY. Downloaded on December 27,2023 at 06:26:47 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 8

(a) Noisy

(d) FINO

(b) DnCNN

(e) DnCNN-B (f) FINO-B (g) GT

(c) FFDNet

Fig. 7: Generalization capacity of different methods on spa-
tially variant noise removal (σ ∈ (15, 35)). All the methods
are set/trained with the estimated noise level σ = 25, except
to the blind denoising model, i.e., CDnCNN-B and FINO-B.

TABLE II: Quantitative results on the spatially variant noisy
images on Kodak24 [55] dataset. All the methods are
set/trained with the estimated uniform noise level σ = 25,
while applying to spatially variant noisy images in the testing
stage. Except to the blind denoising methods CDnCNN-B and
FINO-B, since they need not estimated noise level.

Method σ ∈ (0, 50) σ ∈ (15, 35)

Noisy 20.66 20.58
CBM3D [12] 29.66 31.16
CDnCNN [8] 29.52 31.41
FFDNet [8] 30.00 31.42
SwinIR [24] 28.78 30.77
SwinIR [24]∗ 29.06 30.96
FINO (Ours) 31.15 32.01

CDnCNN-B [8] 31.88 31.75
FINO-B (Ours) 32.43 32.36

in-camera processing (ISP) pipeline, which can be much more
different from uncorrelated noise. We conduct real noise re-
moval on the two most widely-used SIDD [58] and DND [59]
datasets. DND does not provide the training set, thus we
utilize the medium SIDD dataset as the training set for both
evaluating on SIDD and DND, which contains 320 clean and
noise image pairs. The performance comparisons on the test
set of the SIDD and DND datasets are listed in Table I. The
proposed FINO outperforms all competing methods. With the
merits of the great generalization capability, the FINO can
perform blind real image denoising without an external noise
estimation module. Besides, the number of parameters of the
FINO is (3.9M), which is much smaller than some competing
methods, such as MIRNet (31.8M) and MPRNet (20.1M).

C. Ablation Study

Furthermore, we thoroughly investigate the impact of each
loss function applied in the training stage. Table IV shows
the evaluation results and Figure 8 demonstrates the visual
examples on different combinations of loss functions. Visual

Noisy  

  Ground Truth

Fig. 8: Visual examples of ablation study, including noisy
image, results of four ablation experiments corresponding to
the No. in Table IV, and ground truth.

(c) GT Noise(b) Recon Image(a) Noisy (d) Recon Noise

Fig. 9: Visualization of one example from BSD300 dataset
with σ = 25 for reconstructed image and noise. We amplified
the real noise (c) and reconstructed noise (d) with 2× for better
visibility.

quality of results by FINO without content alignment loss
and reconstruction loss drop significantly as shown in the ①
and ② in Figure 8. Without the content alignment loss, the
generalization capability decreases largely, especially for the
robustness for the higher noise as shown in the ① in Table IV.
Without the reconstruction loss, the generalization capability
would decrease since lacking a strong disentangling constraint.
The visual example in Figure 8 also verifies the result with
noise loss preserves more structural details.

D. Network Analysis

Analysis of one-to-many image denoising. As we mentioned
in Section IV-C, the denoised images can also be generated
via its disentangled clean image component zyc and a random
variable zr in the testing stage, as follow

ỹ = Flow−1(zyc , zr) . (15)

Since the image variable zc already contains enough structural
information to reconstruct the clean image, the random vari-
able zr encoded the bias in the context of image denoising.
Thus, zr can be randomly sampled a known distribution, e.g.,
normal distribution, or zero variable. Figure 10 demonstrates
the denoised results with different sampled zr. Image denois-
ing is a typical ill-posed inverse problem, which is impossible
to reconstruct the exactly clean image with complete infor-
mation. According to the noisy image, some details are hard
to make out, e.g., the length of wrinkle and the shape of the
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TABLE III: Quantitative results of denoised PSNR (in dB)↑ on CBSD68 [51], and Kodak24 [55]. The baseline methods include
CBM3D [12], CDnCNN [8], and FFDNet [9]. In each column, the best result is highlighted in bold.

Datasets estimated σ σ = 15 σ = 25 σ = 35 σ = 50
testing σ 10 15 20 20 25 30 30 35 40 45 50 55

CBSD68

CBM3D 34.68 33.52 29.51 31.27 30.71 28.69 29.33 28.89 27.54 27.53 27.38 26.93
CDnCNN 34.68 33.89 29.06 31.68 31.23 28.50 29.81 29.58 27.63 28.05 27.92 26.83
FFDNet 34.60 33.87 30.05 31.48 31.21 29.09 29.70 29.58 28.27 28.00 27.96 27.22
FINO 34.96 34.05 30.81 31.82 31.43 29.52 29.96 29.76 28.45 28.24 28.21 27.34

Kodak24

CBM3D 35.33 34.28 30.21 32.32 31.68 29.68 30.53 29.90 28.52 28.81 28.46 28.12
CDnCNN 35.23 34.48 29.21 32.28 32.03 28.93 30.57 30.46 28.26 28.98 28.85 27.76
FFDNet 35.10 34.63 30.47 32.26 32.13 29.81 30.59 30.57 29.15 28.98 28.98 28.22
FINO 35.41 34.67 30.68 32.57 32.31 30.10 29.21 30.62 29.31 29.35 29.14 28.45

(a) Noisy (b) Denoised 1 (c) Denoised 2

(d) Denoised 3 (e) Denoised 4 (f) GT

Fig. 10: Visual examples of noisy images (a), denoised results (b-e) by FINO with different random variables zr, and
corresponding ground truth (f).

TABLE IV: Quantitative results of ablation study. Evaluated
model is trained on σ = 25 and applied to σ = 20, 25, 30
for generalization capacity measurements. Note that all variant
models include the regression loss Lreg .

Lcnt Lrec Lnoise
σ = 25

20 25 30

① ! 31.67 31.20 29.17
② ! 31.66 31.24 29.34
③ ! ! 31.80 31.32 29.47
④ ! ! ! 31.82 31.43 29.52

mouth. Thus, the denoised results may have many different
predictions on those areas.

Visualization of noise disentanglement. To better understand

the noise model in FINO, we visualize the reconstructed
noise and image outputs in Figure 9(b) and (c), respectively.
We observe that the reconstructed noise is highly consistent
with the ground truth one, demonstrating the effectiveness of
FINO’s noise modeling.

VI. LIMITATION AND DISCUSSION

Although our FINO performs well in various robust sce-
narios, it does have limitations in representing complex in-
formation, especially in situations where the noise distribu-
tions during training and testing are the same. Flow-based
networks, unlike traditional CNNs or transformer-based net-
works, require more rigid architectures. For example, neural
flow networks are built by stacking invertible modules like
affine coupling layers. This design choice effectively prevents
overfitting to training data but also imposes constraints on the
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network’s ability to represent complex patterns. To achieve
further performance gains, one potential option is to utilize a
more powerful or larger backbone. However, it is essential to
acknowledge that pursuing this enhancement may come with
a trade-off, potentially compromising the model’s robustness
due to an increased risk of overfitting.

VII. CONCLUSION

In this work, we propose a Flow-based joint Image and
NOise model (FINO) to tackle image denoising problems,
which aim to estimate the underlying clean image from its
noisy measurements. FINO distinctly decouples the image and
noise components in the latent space and re-couples them
via invertible transformations. Based on that, we employ joint
image and noise modeling, i.e., image priors can be learned
from the noise-free training corpus, and the noise components
are modeled based on the uncorrelated noise assumption. Our
experimental results show promising results on both synthetic
noise and real noise removal. Furthermore, we demonstrate
that our method has superior generalization capability to
the removal of non-uniform noise and noise with inaccurate
estimation.
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